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Introduction 

Classification and Prediction of inspiratory muscle weakness are 

very important for clinical practice and research [1]. The clinical 

approach to identifying respiratory dysfunction before 

presenting the symptoms; for example, sleep apnea, morning 

headache, and hypersomnolence or disease is very challenging 

[2]. Eighty centimeters of water (cmH2O) of maximal 

inspiratory mouth pressure (PImax) has been reported to be a 

cut-off point to exclude significant inspiratory muscle weakness 

(IMW) in healthy individuals between the ages of 18 and 80 

years old (ATS/ERS, 2002) [3]. In contrast, patients with 

chronic obstructive pulmonary disease (COPD) have been 

suggested to have less than 60 cmH2O [4]. Thus, the main 

clinical choice on respiratory weakness or non-weakness can be 

categorized. Furthermore, there were different reference 

equations for PImax [5,6] and these were correlated with 

variables like height, weight, BMI, forced expiratory volume at 

one second (FEV1), peak expiratory flow (PEF), and forced 

vital capacity (FVC) [7,8], as well as six-minute walking 

distance [9]. Regretfully, no evidence has been found to support 

the association between these variables and the final 

classification of inspiratory muscle weakness or non-weakness 

in the data. In general, data mining is helpful for mining and 

delving deeply into data in many formats to gain patterns and 

knowledge discovery (KD). It is one of many study strategies 

for categorizing and predicting some target variables [10]. The 

prior study demonstrated how different data sets can be 

presented as having an impact on target categories using 

classification algorithms including multilayer perception, Naïve 

Bayes, Sequential Minimal Optimization (SMO), and Decision 

Tree [11].  For instance, the best-predicted model method for 

predicting fruit sweetness using artificial intelligence was 

logistic regression, as demonstrated by research on the Orange 

tool [12].  Currently, additional research is still needed to 

determine which algorithms can be used for classification and 

prediction, particularly when estimating the worth of new 

databases using data mining models [13]. 
 

Materials and Methods 

The data in this study was sampled for the initial trial 

performance in a big data experimental research project that was 

integrated with the data analysis process and ethically approved 

by the Faculty of Associated Medical Sciences Ethic 

Committee, Chiang Mai University, Chiang Mai, Thailand 

(Study Code: AMSEC-61EX-096). The Orange data mining 

tool has been used for prediction accuracy checks as well as 

classification and analysis of those forecasts. In the field of data 

science research, this tool-data mining and structural 

algorithms-is highly beneficial for machine learning algorithmic 

applications.   
 

Sample Size and Lung Function Evaluation 

The sample size in this study was calculated by the G*Power 

program (version 3.0.10) and was used to analyze F-test 

(multiple regression; Omnibus (R2 deviation from zero). The  
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Abstract  
 

Background: This work aims to discover which machine learning algorithms have the highest accuracy and precision in the 

classification and best prediction of inspiratory muscle weakness (IMW) or non-weakness (non-IMW).  

Methods: Data from multiple datasets, including anthropometrics such as age, weight, height, body mass index (BMI), waist, 

and lung function (forced vital capacity, FVC and maximal inspiratory mouth pressure, PImax) from 200 participants were 

analyzed in data science procedures; data collection, pre-processing, and data analysis on classification and prediction the 

IMW and non-IMW groups under the Orange Data Mining Tool.  

Results: After the outlier identification with the Radivz visualization technique, the final 171 data were added to the data 

analysis. The following information was provided for 62 IMW and 109 non-IMW participants: average age (28.9±8.3 & 

29.3±9.5 years), weight (54.3±5.8 & 60.1±8.2 kg), height (1.6±0.9 & 1.7±0.1 m), BMI (20.9±1.4 & 21.3±1.3 kg.m -2), waist 

(29.1±2.9 & 30.3±3.5 inches), FVC (2.94±0.5 & 3.3±0.4 L), and PImax (66.1±8.8 & 104.0±17.4 cmH2O). In contrast to K- 

Nearest Neighbor (KNN), Neural Network, and Naïve Bayes model, the best-classified models with the highest accuracy and 

precision were Logistic Regression, Random Forest, and Decision Tree. In addition, the confusion matrix showed the highest 

predicted proportion for both IMW and non-IMW classes was a Decision Tree model. The association result revealed a 

significant (p<0.05) relationship between PImax and the FVC, height, weight, waist, and BMI. Therefore, this study shows that 

the Decision Tree is the best model for classifying and predicting inspiratory muscle weakness in the clinic.  
 

Keywords:  Algorithms; Inspiratory muscle weakness; Machine learning; Orange Data Mining. 
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effect size of f2 at 0.15, α error prob of 0.05, Power (1-β err prob) 

at 0.80, and six variables (FVC, age, weight, height, BMI, and 

waist) were applied to calculate and predict the PImax.  

Consequently, it is necessary to gather a minimum of 180 

healthy volunteers for the sample size. Furthermore, to avoid 

having an inadequate sample size, an additional 10-15% was 

included, and 200 people in total were recruited. The target 

participants were recruited from the Sansai area and Center in 

Chiang Mai province. They did not have a history of respiratory 

diseases such as asthma, chronic lung disease, or bronchitis, nor 

of other diseases, neurological disorders, or thoracic 

deformities. They were also non-athletic healthy (more than 10 

hours of exercise training per week) and had quit smoking or 

had quit at least a year ago [14]. Additionally, individuals were 

excluded if they had a history of influenza or severe acute 

respiratory syndrome coronavirus (SARS-CoV) 30 days before 

data collection [15].  Following their approval of the study 

procedure, each participant signed a permission form. 

 

 
 

Anthropometric and Lung Function Evaluation 

At the Sansai Hospital in Chiang Mai, Thailand, all data were 

gathered. All tests were placed in a closed setting at a controlled 

temperature of 26 degrees Celsius. A digital scale (TANITA 

Corporation, Tokyo, Japan) was used to measure the 

anthropometric measurements of body weight, while a 

stadiometer (Physician, AD, Medical, Inc., USA) measuring 

millimeters was used to determine the height. Weight divided by 

height squared (Kg.m-2) was used to compute the Body Mass 

Index (BMI). Using a non-stretch tap horizontally positioned at 

the navel level during expiration, the waist circumference (in 

inches) was manually measured [16]. Spirometry (Easy on-PC 

Spirometry, and Medical Technologies, Zurich, Switzerland) 

was used to assess the FVC by the accepted guidelines [17].  The 

respiratory pressure meter (MicroRPM) (CareFusion, UK 232 

Ltd, United Kingdom) was used to evaluate the PImax under the 

established guidelines of the ATS/ERS Statement of Respiratory 

Muscle Testing (ATS/ERS, 2022) [18]. The simulation process 

depicted in Figure 1 consists of three steps: (1) data cleaning for 

outliers, (2) data processing for accuracy and prediction 

analysis, correlation, and (3) statistical analysis.  
 

 
 

Figure 1: Simulation workflow of the model in the Orange Data Mining tool. 

Data Cleansing Processing 

The data from 200 participants were analyzed using the radial 

coordinate visualization (Radviz) technique [19, 20] to separate 

the participants' clinical and to clean outliers using the Euclidean 

metric. The participants' characteristics included age, weight, 

height, body mass index, waist, and lung function (FVC and 

PImax). Prior research revealed that the Euclidean matrix is one 

of the several options for computer techniques used in outlier 

detection, which can be broadly classified into five categories: 

distance-based, density-based, tree-based, clustering-based, and 

neural network-based techniques [21]. 
 

Classification Algorithm Model and Prediction Evaluation 

The prediction accuracy of inspiratory muscular strength 

weakness (IMW) (PImax < 80 cmH2O) or non-IMW (PImax > 

80 cmH2O) was assessed using several algorithms. Various tools 

for classification models were chosen, including Decision Tree, 

Random Forest, K-Nearest Neighbor (KNN), Neural Network, 

Naïve Bayes, and logistic regression.  The test and score on 

classification accuracy (CA) and prediction were analyzed on 

the Confusion matrix.  For a detailed explanation of each 

algorithm, consider the following: Naïve Bayers is a 

straightforward probabilistic classifier based on applying the 

Bayes theorem with strong independence assumptions [22]; 

KNN is frequently used in pattern recognition and data mining 

for classification purposes due to its simplicity and low error rate 

[23]; Logistic Regression is used to generate observations about 

a set of categories and changes the output by using a sigmoid 

logistic function to return the possible value; Neural networks 

function similarly to networks of neurons that interpret sensory 

data using machine perception, tagging, or input methods [24]; 

and  Decision trees are represented by a structure resembling a 

tree, in which each branch indicates a potential test result and 

each inner mode represents a test for a specific feature [25].  
 

Statistical Analysis 

The classification, prediction, correlation, and statistical 

analysis were performed in the Orange Data Mining tool.  The 

area under the curve (AUC), classification accuracy (CA), 

weight average of precision and recall (F1), Precision, and the 

Matthews correlation coefficient (MCC) between models were 

observed. The percentages of prediction of the actual and 

predicted respiratory muscle weakness and non-weakness on the 

confusion matrix from each model were also compared. Finally, 

the correlation between the dataset and PImax was analyzed by 

a Pearson correlation test, as same as the student t-test in the 

Boxplot visualization was evaluated with a significant level of 

0.05.  
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Results 

A cut-off value of 80 cmH2O was used to classify the 200 

participants in the study into two groups: clinical IMW (n = 80) 

and non-IMW (n = 120). The participants' average age was 

29.7±9.6 years, weight was 58.1±8.7 Kg, height was 1.6±0.1 m, 

BMI was 21.2±1.4 Kg.m-2, waist was 20.0±3.6 inches, FVC was 

3.4±0.7 litter, and PImax was 92.9±27.2 cmH2O.  Following the 

data set collection, Radiviz visualization was used to clean the 

data and identify any outliers, as seen in Figure 2. Data 

processing was completed with the final dataset of 171 

individuals (Table 1).  The box-plot presentation with a 

statistical analysis comparing IMW and non-IMW revealed that, 

except for age and height (p>0.05), there were significant 

differences in weight, waist, body mass index, FVC, and PImax 

(p<0.05). 

 

 
 

Figure 2. Pre-processing of original data (A) and after cleansing data (B) with Radviz visualization and outlier cleansing with 

Euclidean metric. 

           Table 1: Characteristics and lung function between participants in two groups. 

 Inspiratory muscle weakness 

(IMW) (n=62) 

Non-Inspiratory muscle weakness 

(non-IMW) (n =109) 

p 

Characteristics    

  Age (years) 28.9±8.3 29.3±9.5 0.79 

  Height(m) 1.6±0.9 1.7±0.1 0.06 

  Weight (kg) 54.3±5.8 60.1±8.2 0.00 

  Waist (inch) 29.1±2.9 30.3±3.5 0.02 

  Body mass index (BMI) 20.9±1.4 21.3±1.3 0.04 

Lung function    

  FVC (L) 2.9±0.5 3.3±0.4 0.00 

  FVC (% predicted) 82.5±8.5 92.2±9.2 0.00 

  PImax (cmH2O) 66.1±8.8 104.0±17.4 0.00 

Note: FVC = forced vital capacity, PImax = maximal inspiratory mouth pressure. 

 

Table 2 compares the six algorithms evaluated on all datasets to 

the categorized target of IMW and non-IMW.  The results 

showed that after comparison work outperformed six techniques 

in classifiers, the area under the curve (AUC), classification 

accuracy CA), weighted average of precision and recall (F1), 

Precision, Recall, and the Matthews correlation coefficient 

(MCC) were shown. The highest accuracy of 100% and 

precision of 100% were provided by Logistic Regression, 

Random Forest, and Decision Tree. On the other hand, the 

accuracy scores of 99.4%, 97.7%, and 84.8% for KNN, Neural 

Network, and Naïve Bayes were fewer than those of the 

precision scores, which were 99.4%, 97.7%, and 86.8%, 

respectively.  

 

Table 2: Performance comparison for classification algorithm models. 
 

Model AUC CA F1 Precision Recall MCC 

Logistic Regression 1.000 1.000 1.000 1.000 1.000 1.000 

Random Forest 1.000 1.000 1.000 1.000 1.000 1.000 

Decision Tree 1.000 1.000 1.000 1.000 1.000 1.000 

KNN 1.000 0.994 0.994 0.994 0.994 0.987 

Neural Network 0.998 0.977 0.977 0.977 0.977 0.949 

Naïve Bayes 0.952 0.848 0.851 0.868 0.848 0.701 

Note: AUC = Area under the curve, CA = classification accuracy, F1 =weighted average 

of precision and recall, MCC = The Matthews correlation coefficient. KNN = K-Nearest 

Neighbor 
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Following the interpretation of the classification model, the 

confusion matrix was used to examine the percentage of 

prediction on each model for both the actual and predicted 

classes of IMW and non-IMW.  In a matrix, the prediction error 

is determined by off-diagonal entries, whereas the accurate 

prediction is determined by diagonal elements. IMW and non-

IMW class precision are displayed in Table 3 based on the 

results. When compared to other models, such as Random Forest 

(98.4% & 100%), Logistic Regression (95.2% & 97.2%), KNN 

(92.3% & 98.1%), Neural Network (89.2% & 96.2%), and 

Naïve Bayes (72.2% & 94.6%). The Decision Tree model 

demonstrated the best prediction at 100% in both IMW and non-

IMW between predicted and actual data.  The correlation 

analysis revealed a significant (p<0.05) relationship between 

PImax and the FVC (+0.47) (Figure 3), height (+0.45), weight 

(+0.44), waist (+0.34), and BMI (+0.21). In addition, the 

statistical analysis on FVC and PImax showed a moderate 

positive correlation (r = +0.45). Furthermore, statistical analysis 

revealed a significant difference (p<0.01) in FVC and PImax 

between the IMW and non-IMW groups (Figure 4). 
 

Table 3: Prediction analysis with Confusion matrix. 
 

(1) Decision Tree  (2) Random Forest 

 Predicted  Predicted 

 

 

Actual 

 IMW Non-IMW ∑  

 

Actual 

 IMW Non-IMW ∑ 

IMW 100% 0.00% 62 IMW 98.4% 0.0% 62 

Non-IMW 0.0% 100% 109 Non-IMW 1.6% 100.0% 109 

∑ 62 109 171 ∑ 62 109 171 

   

(3) Logistic Regression (4) K-Nearest Neighbor (KNN) 

 Predicted  Predicted 

 

 

Actual 

 IMW Non-IMW ∑  

 

Actual 

 IMW Non-IMW ∑ 

IMW 95.2% 2.8% 62 IMW 92.3% 1.9% 62 

Non-IMW 4.8% 97.2% 109 Non-IMW 7.7% 98.1% 109 

∑ 62 109 171 ∑ 62 109 171 

  

(5) Neural Network (6) Naïve Bayes 

 Predicted  Predicted 

 

 

Actual 

 IMW Non-IMW ∑  

 

Actual 

 IMW Non-IMW ∑ 

IMW 89.2% 3.8% 62 IMW 72.2% 5.4% 62 

Non-IMW 10.8% 96.2% 109 Non-IMW 27.8% 94.6% 109 

∑ 62 109 171 ∑ 62 109 171 

 

 
Figure 3: A scatter plot of the correlation between FVC and PImax (r= + 0.47), with a clinical cut-point off value at 80 cmH2O, 

separates the inspiratory muscle weak (IMW) (blue color) and non-IMW (red color) groups. 
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Figure 4: Statistics comparing the two groups of IMW (inspiratory muscle weakness) and non-IMW (non-inspiratory muscle 

weakness) for forced vital capacity (FVC) (A) and PImax (B).   
 

Discussion 

This work describes a unique statistical computer analysis 

method called data-mining machine learning (ML) that can be 

used for both medical research and rehabilitation. The basic step 

of dataset analysis, the first step of data cleansing, is very 

important.  Data outliers have an impact on the analysis's 

findings. To efficiently assess highly dimensional data sets, the 

radial coordinate visualization (Radviz) technique has been 

frequently employed [19,20] and outlier cleansing with 

Euclidean metric. This metric can be used to evaluate the outlier 

roughly categorized into distance-bases, density-based, tree-

bases, clustering bases, and neural network-based methods [21]. 

Building a model that correctly predicts the class labels of new 

instances based on their features is the aim of classification.  

Therefore, two types of classification; binary and multi-classes 

are performed. Before developing a classification, model using 

different techniques like correlation analysis, information gain, 

and principal component analysis, preprocessing to ensure the 

quality of the data, such as handling outliers, missing values, or 

data transformation, should be taken into consideration after 

data collection [26]. The primary tool utilized in this work was 

Orange, however, other tools like RapidMiner, Spark, or Weka 

were also can be used [27]. In a prior study, the orange tool was 

employed to analyze data and demonstrated how the 

environment affects students' lives [28]. According to ATS/ERS 

(2002) standard criteria, the study's cut-off point for respiratory 

muscle weakness and non-weakness was established. The 

PImax value transformation data at 80 cmH2O for healthy 

individuals aged 18–80 years, classified as either IMW or non-

IMW following the ATS/ERS guideline [18]. 
 

This procedure, which divided the target categories into IMW 

and non-IMW groups, displayed the straightforward outlier 

protocol using a Radviz technique visualization. Multi-

dimensional data was applied to the 2D design through the 

analysis of complicated datasets with outliers and all variables, 

including age, weight, height, waist, BMI, FVC, and PImax 

[29].  As a result, after cleansing (Figure 1. B) as opposed to 

before cleansing (Figure 1. A), this procedure produced the 

clearest results. The present procedure aligns with prior research 

indicating that impure data may occasionally impact a model's 

classification accuracy in German credit data, BUPA liver 

illnesses, Johns Hopkins Ionosphere, and Pima Indians Diabetes 

[30]. 
 

Six algorithms, such as Decision Tree, Random Forest, Neural 

Networks, K-Nearest Neighbor, Naïve Bayes, or Logistic 

Regression, were chosen as classifiers in the classification 

model analysis of this study, as shown in Table 2.  Every 

classifier displayed variations in its application; for instance, a 

set of tree classifiers that combined to use a random vector 

sampled separately from the input vector in Random Forest, 

which contained both observed and unobserved nodes in Naïve 

Bayes [31]. A previous review of the literature revealed that 

these models were used in a variety of fields, including business, 

agriculture, health, general (text documents), and education 

[32]. Regretfully, it is currently unknown which algorithm can 

be applied to classify respiratory muscle weakness. The best 

results of the area under the curve (AUC), classification 

accuracy (CA), weighted average of precision and recall (F1), 

precision, recall, and the Matthews correlation coefficient 

(MCC) should be compared. Previous data reported that the 

AUC ranges from less than 0.6 (very poor model) to more than 

0.9 (excellent model) as well as the sensitivity or specificity of 

the model from recall and F1 results. In addition, the MCC is a 

special case of the coefficient for binary classification that 

presents the perfect classification [33].  Therefore, a high 

percentage in three models; Logistic Regression, Decision Tree, 

and Random Forest showed an excellent model to use to classify 

the respiratory muscle as either weak or non-weak.  
 

As a result, the analysis of the classification with various models 

such as logistic regression, Random Forest, Decision Tree, 

Naïve Bayes, KNN, and Neural Network must be included. 

Numerous research has demonstrated the need to highlight each 

algorithm's accuracy percentage. For instance, the Decision Tree 

proved to be the most effective classifier for Dengue disease, 

heart disease, and diabetes [34]. Naïve Bayes was used to 

propose an approach to chronic disease with 90% accuracy [35].  

The three most accurate algorithms, as determined by the study's 

results, were Decision Tree, Random Forest, and Logistic  

 
 
Ameri J Clin Med Re, 2024                                                                            Vol. 4 | Issue-3                                                                                        Page: 5 of 8 



Citation: Leelarungrayub J, Chantaraj P, Thipcharoen S (2024) Comparison of Algorithms for Classification and Prediction of 

Inspiratory Muscle Weakness-Based on the Orange Data Mining Tool. Ameri J Clin Med Re: AJCMR-120. 
 

Regression. Therefore, these classifiers or algorithms can be 

used to classify inspiratory muscle weakness. 
 

The criteria of data mining analysis on a supervised approach is 

the prediction of the target attribute value as the IMW or non-

IMW class from the attribute values such as characteristic and 

lung function. Using a confusion matrix or error matrix between 

the actual and predicted outcomes, the prediction analysis 

findings for the IMW and non-IMW classes are determined.  

According to a prior study using datasets for type-2 diabetes and 

the general population, the confusion matrix expressing the true 

positive/negative and false positive/negative yields the greatest 

results on the supervised machine learning algorithms [36].  The 

study's findings demonstrated that, when compared to Random 

Forest, Logistic Regression, KNN, Neural Network, and Naïve 

Bayes, among other models, the Decision Tree model provided 

the best prediction at 100% in both IMW and non-IMW between 

predicted and actual values.  The Decision Tree, which is 

essentially a complex relationship between input factors and 

target variables, has been shown in a prior study to be a potent 

statistical tool for categorization, prediction, interpretation, and 

data manipulation in medical research [37].  Predictive accuracy 

reacts to the overall ensemble of numerous decision trees, and 

Random Forest is an ensemble of many decision trees. This 

study demonstrated a lesser percentage of prediction on Random 

Forests when compared to Decision Trees because of the low 

datasets, but the Decision Tree is suitable for small datasets [38]. 

Therefore, this is consistent with a previous report that 

documented the advantages of Decision Tree as simple, easy to 

display, capable of handling both numerical and categorical 

data, requiring little data preparation, and performing well [39].  
 

The study's final step was to assess the factors' correlation. The 

findings of the association indicated a substantial (p<0.05) 

relationship between PImax and the FVC, height, weight, waist, 

and BMI. Furthermore, a moderately positive connection (r = 

+0.45) was obtained from the statistical analysis of the FVC and 

PImax data.  Furthermore, statistical analysis revealed a 

significant difference (p<0.01) in FVC and PImax between the 

IMW and non-IMW groups.  The multiple regression analysis 

and correlation data from earlier studies were validated by these 

findings. Previous research revealed that numerous reference 

PImax equations for healthy people have been published [5, 6]. 

Numerous factors that are associated with respiratory muscle 

strength have been studied, including height, weight, BMI, 

FVC, age and weight [40], BMI [41], and six-minute walking 

distance [9].  Therefore, the prediction of the weakness for 

inspiratory muscle should be performed by measuring a PImax 

value. Unfortunately, an expansive machine to determine PImax 

is the clinical barrier.  Possibly, classification and prediction 

with accuracy, sensitivity, precision, false-positive rate, and f-

measure from characteristics and lung function can performed 

under the best data-mining algorithm [13]. This is the 

practicality used in clinical research, particularly in conditions 

like blood disorders, skin conditions, and breast cancer 

diagnosis [42]. 
 

Conclusion 

In this study, the clinical inspiratory muscle weakness is 

predicted and analyzed using classification algorithms on a 

dataset containing 171 subjects. The model was created using a 

few clinical variables, including FVC and PImax, as well as age, 

weight, height, waist, and BMI.  The greatest algorithms for data 

mining classifiers are Logistic Regression, Random Forest, and 

Decision Tree, all of which achieve 100% accuracy, specificity, 

sensitivity, and excellent models for classifying respiratory 

muscle weakness or non-weakness. However, regarding clinical 

concerns, a Decision Tree is the best predictor of whether 

inspiratory muscle weakening will occur. Additionally, there is 

a noteworthy variation between the groups and a moderately 

positive connection between FVC and PImax in the dataset. 

Therefore, clinical uses of data mining and machine learning 

technologies for the supervised classification and prediction of 

inspiratory muscle weakness can be applied in the future. 
 

Limitation of study 

The imbalance and low sample sizes between the groups with 

and without weaknesses could affect the statistical analysis's 

findings and overfitting in some models. Furthermore, the 

participants ranged in age from 19 to 50, so the results might not 

apply to other range years, like being younger than 19 or older 

than 50. Additionally, the primary goal of this work was to show 

how to apply particular Orange Data Mining with different 

machine learning algorithms to the categorization and prediction 

of two kinds of respiratory weakness; hence, further research is 

required to determine the therapeutic utility of the formula. 
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