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1. Introduction 

The insurance industry is essential for protecting individuals and 

businesses against financial damages resulting from unforeseen 

events. Vehicle insurance stands out as one of the major 

insurance products that protect drivers from incident-related 

losses and vehicle theft incidents and mechanical damage. The 

rising number of vehicles on roads has created an escalating 

market demand for auto insurance. The industry growth 

produces new difficulties in risk evaluation and deceptive claims 

which drives insurers to adopt data-backed solutions for making 

both accurate and efficient decisions. The category of vehicle 

insurance known as auto insurance formerly depended on static 

risk evaluation which integrated age demographics and credit 

history and past claim records among other variables [1]. A 

policyholder's basic risk profile can be assessed through these 

variables, but real-time driving habits alongside external 

environment elements, including road traffic conditions and 

infrastructure quality, remain outside their evaluation scope. 

Because of this insurer are focusing on data-based methods and 

real-time components to develop better risk assessment 

methods. Telematics combined with GPS technology gives 

insurers the power to review substantial datasets of live driving 

information thus enabling them to move toward custom risk 

assessment systems [2]. 
 

The critical element of change involves risk assessment 

enhancement to generate fair pricing and accurate underwriting 

decisions and reduce financial losses [3]. The actuarial models 

have traditional effectiveness, yet they confront challenges 

while processing big volumes of intricate, unorganized data. The 

insurance industry experiences billions of dollars in damages 

from fraudulent claims because new insurance fraud cases 

continue to increase. Fraudulent practices involving staged 

collisions and untruthful injury claims and fake documents 

cause financial damage to insurers which forces them to raise 

insurance costs for legitimate policyholders. Advanced 

analytical tools that find hidden patterns and strange behavior 

patterns need implementation by insurers who want to combat 

their fraud challenges effectively [4]. The implementation of an 

automobile insurance fraud prediction system creates crucial 

changes in industry practices. The prediction of fraudulent 

insurance claims within real time needs algorithms that process 

historical data about claims and insurance holder conduct 

alongside outside indicators of fraud [5]. The current fraud 

detection techniques using manual reviews together with rule- 
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Abstract 

The insurance firms, detecting auto insurance fraud is a major difficulty that may result in large financial losses. Insurance 

customers suffer substantial monetary losses, including higher premiums, as a result of claims that are forged. Manual 

inspections and rule-based techniques are the foundation of conventional fraud detection techniques, which are ineffective and 

unable to keep up with changing fraud trends. Machine learning (ML) is used in this investigation technique to improve fraud 

detection accuracy by analyzing vehicle insurance claim data. Extensive data preprocessing was applied, including handling 

missing values, feature selection, one-hot encoding, Min-Max normalization, and oversampling to address the severe class 

imbalance. A Random Forest (RF) classifier accomplished the uppermost accuracy (97.5%), outperforming Logistic Regression 

(LR) (87.1%) and EXtreme Gradient Boosting (XGBoost) (77.61%). Random Forest (RF) also showed superior precision 

(95.6%), recall (99.5%), and F1-score (97.5%), with an AUC of 0.98 from the ROC analysis, confirming its effectiveness. 

Despite its strong performance, limitations include dataset age and synthetic data from oversampling. The proposed approach 

offers an automated, scalable, and efficient fraud detection system, enhancing decision-making in the business of protection. 

Using machine learning (ML), this research offers an inexpensive and effective way to improve automobile insurance fraud 

detection. 
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based systems prove both inefficient and time-consuming 

because they contain human judgment errors. 
 

However, with the combination of AI and ML, insurers can 

automate fraud detection processes, reducing the chances of 

undetected fraud while improving operational efficiency [6]. 

insulars now use AI and ML systems to transform their risk 

evaluations as well as their fraud detection processes. The 

analysis of extensive amounts of structured along unstructured 

data by ML algorithms enables users to find hidden relationships 

while providing precise risk predictions. Automated systems for 

identifying fraud allow insurers to process new information 

continuously so they can find fraudulent claims before they are 

submitted. ML-driven models enable actual risk-based pricing 

for premiums which replaces generalized demographic-based 

charges for policyholders. 
 

A. Motivation and Contribution of this Paper 

This study originated from the rising issue of auto insurance 

fraud incidents that cause substantial financial damage to 

insurers while pushing up policy premiums for everyone. 

Conventional identifying fraudulent activity is inadequate and 

unable to change with changing fraud trends since it is manually 

and based on rules. By examining enormous data sets to find 

unconscious trends, ML enhances detection of fraud. The 

purpose of this research is to decrease fraudulent claims and 

increase accuracy, and create an automated, scalable system for 

a fair and secure insurance ecosystem.  

• It uses a publicly available vehicle insurance dataset from 

Kaggle to ensure a diverse and representative sample for 

fraud detection. 

• Implemented pre-processing such as missing value 

imputation, one-hot encoding, normalization, and class 

balancing to enhance model performance. 

• Applies Implementing one-hot encoding to transform 

information with categories into an arrangement that is 

compatible with ML, preventing misinterpretation as 

ordinal data. 

• Uses Min-Max scaling to standardize numerical attributes 

within [0,1] and applies oversampling techniques to address 

class imbalance (94% non-fraud, 6% fraud), improving 

model learning and reducing bias. 

• Proposed a RF model and Assesses model effectiveness 

using key metrics comparable accuracy, precision, recall, 

F1-score, and ROC curvature investigation. 

• Compares RF with LR and XGBoost (XGB), proving RF’s 

superiority in fraud detection. 
 

B. Organization of paper 

This research is designed as surveys: Section II reviews 

associated scholarships on ML for auto insurance risk 

assessment. Section III outlines the methodology, including data 

preprocessing, model implementation, and evaluation. Section 

IV displays findings and conversations based on significant 

performance metrics. Section V accomplishes with key findings 

and upcoming research directions for enhancing risk assessment 

and policy optimization. 
 

2. Literature Review 

The research section investigates risk assessment information 

evaluation through ML approaches to forecast insurance claims 

and improve decision making in the automotive field. 

Patel and Subudhi (2019) creates a new method to discover 

atypical claims in vehicle insurance documents using neural 

network-based Extreme Learning Machine (ELM). The initial 

stage required preprocessing of raw data before setting apart the 

training sets and validation sets as well as test sets. Multiple 

trained ELM classifiers form a pool based on different 

parameter settings after being used on the Pullman set. The 

selection of best ELM model occurs through utilizing validation 

set on multiple trained models. The validated model receives the 

testing set to identify legitimate from malicious insurance 

claims. The model's performance is shown through thorough 

tests that utilize a common auto insurance dataset [7]. 
 

Itri et al. (2019) the insurance industry fights against massive 

fraud issues which ML and Big Data actively work to resolve at 

present. This document evaluates how well famous ML 

algorithms function as fraud prediction tools while also 

checking their validity. They used the supervised approach on 

vehicle data claims that they received from an unnamed 

insurance provider. their method makes an attempt to improve 

how artificial intelligence generates relevant outcomes. RF 

proved its superiority among all available algorithms according 

to the study results [8]. 
 

Denuit, Guillen and Trufin (2019) presents multivariate mixed 

models as an approach to modeling the simultaneous patterns 

between telematics measurements and claim occurrences. Using 

predictive distributions of claims based on historical records 

allows for future premium assessment. The actuary may manage 

insurance practice complexities through this method that 

handles new drivers without telematics records and contracts 

across various levels of seniority while considering how much 

drivers use their vehicles and how much telematics data they 

produce [9]. 
 

Wang and Xu (2018) presented work develops a fresh DL 

system for detecting scam involving car insurance via LDA-

based text analysis algorithms. Next, LDA retrieves text-based 

features from claim description texts while deep neural networks 

process both extracted features along with numerical features to 

detect insurance fraud. Their proposed text analytics method 

achieves superior results than traditional frameworks according 

to experimental analyses of the real-world insurance fraud data 

[10]. 
 

Li et al. (2018) demonstrates proper combination of individual 

classifiers which leads to a multiple classifier system showing 

better classification accuracy. The RF and Principal Component 

Analysis, combined with Potential Nearest Neighbor Methods, 

comprise their multiple classifier system following Breiman’s 

guidelines because, according to Breiman, these techniques 

depend largely on weak learner strength and diversity between 

learners. This paper shows RF acts as an adaptive learning 

system for k Potentially closest Neighbors using the idea of 

potential closest neighbors and monotone distance metrics. A 

novel voting method based on Potential Nearest Neighbors is 

presented in this study which replaces traditional majority vote 

because it addresses information losses from out-of-bag 

samples. An enhanced ensemble classifier becomes more 

effective through the proposed algorithm by increasing the 

separation between individual base classifiers [11]. 
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Badriyah, Rahmaniah and Syarif (2018) develop predictive 

models for anomaly detection to identify fraudulent activities 

through the combination of distance-based Nearest Neighbor 

and density-based Nearest Neighbor and interquartile range 

statistics. The investigation employs open fraud dataset that 

earlier studies have used to prove their fraud detection abilities. 

A minority reporting open dataset of German insurance 

company data used as the comparative dataset. The outcome of 

the evaluation data is measured against results found by earlier 

researchers who analyzed the same dataset. Experimental data 

shows that the measurement output using the current study 

method exhibits better results compared to other instances [12]. 
 

Table I highlights key limitations in methodologies, datasets, and performance benchmarks, providing a foundation for future 

advancements. 
 

Table 1: Summary of the Literature Review on ML for Enhanced Auto Insurance Risk Assessment. 
 

References Methodology Performance Advantage 
Limitations & Future 

Work 

Patel and 

Subudhi 

(2019) 

Based on neural networks 

ELM 

Demonstrated 

effectiveness on auto 

insurance dataset 

Fast training time, 

improved fraud 

detection accuracy 

Needs comparison with 

other deep learning 

models like CNNs or 

RNNs 

Itri et al. 

(2019) 

RF for fraud prediction in 

auto insurance 

Best performance 

among compared ML 

algorithms 

Demonstrated 

effectiveness of RF in 

fraud prediction 

Requires exploration of 

ensemble methods for 

further improvement 

Denuit, 

Guillen and 

Trufin 

(2019) 

Pricing for insurance based 

on telematics using 

multivariate mixed models 

Predictive distribution 

of claim characteristics 

Considers behavioral 

data for pricing 

accuracy 

Requires further 

exploration of deep 

learning for behavioral 

insights 

Wang and 

Xu (2018) 

DL with LDA-based text 

analytics 

Outperforms traditional 

ML models (Random 

Forest, SVM) 

Combines DL and 

text analytics to 

identify fraud. 

Needs further validation 

on larger datasets and 

real-time applications 

Li et al. 

(2018) 

RF with monotone distance 

measures and Potential 

Nearest Neighbor-based 

voting 

Improved classification 

accuracy, lower 

variance 

Enhances RF 

performance with 

new voting 

mechanism 

Requires testing on real-

time fraud detection 

scenarios 

Badriyah, 

Rahmaniah 

and Syarif 

(2018) 

Detecting anomalies 

Interquartile distribution 

and Nearest Neighbor-

based methods (distance 

and density-based) are used. 

Outperformed previous 

studies on the German 

car insurance dataset 

Effective for anomaly 

detection in fraud 

detection scenarios 

Needs validation on 

more diverse datasets 

beyond German car 

insurance 

3. Methodology  

This study's technique uses ML to evaluate automobile 

insurance fraud using an organized, data-driven approach, as 

shown in Figure 1. 15,420 automobile insurance claims with 32 

predictive variables, together with one target variable that 

indicates fraud or non-fraud are included in the first set of raw 

data on auto insurance that was acquired from Kaggle. Data 

preparation comprised categorical variable collection, one-hot 

encoding, managing missing values, data normalization, and 

addressing class imbalance through oversampling techniques. 

To assess the model, the dataset was divided into 20% testing 

and 80 % training groups. Because of its resilience and capacity 

to manage huge datasets effectively, a RF classification was 

used. Several decision trees were used in the harvesting process 

to train the RF modelling was built using bootstrapped samples, 

and the final prediction was derived by averaging individual tree 

outputs. The ROC curve, F1-score, recall, accuracy, and 

precision were used to assess the machine learning model's 

effectiveness. 

                                                                

 
Figure 1: Flowchart for Auto Insurance. 
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The following steps and process of methodology are elaborate 

below: 
 

A. Data Collection 

The Kaggle platform was the source of the Vehicle Insurance 

dataset utilized in the experiment. It is made up of 

"carclaims.txt" files, which contain information about auto 

insurance claims that were taken from the Angoss Knowledge 

Seeker software. The data, which comprises 15420 claims from 

January 1994 to December 1996, is composed of 32 predictor 

variables and one target variable that decides whether a claim is 

"Fraud" or "No Fraud." The data collection comprises 430 

claims on average every month, of which 14,497 are actual (non-

fraud) claims (94%) and 923 are fraud instances (6%). Figure 2 

shows the data shared among the two classes. 
 

 
 

Figure 2: Bar Graph for Class Distribution. 

 

Figure 2 illustrates the class distribution of fraud detection 

before resampling, where the majority class (No Fraud, labeled 

as 0) significantly outnumbers the minority class (Fraud, labeled 

as 1). The imbalance is visually evident, with non-fraudulent 

claims exceeding 14,000, while fraudulent claims are fewer than 

1,000, indicating a severe skew in the dataset. Such an 

Unbalanced development of ML models might result in biased 

recommendations that favor the overwhelming class. 
 

B. Data Preprocessing 

Preparing the data is seen as an essential stage in both ML and 

data mining [13]. A nuisance, insufficient, inconsistent, or 

redundant data are often found in massive databases. The data 

needs to be processed through a number of preliminary 

processing processes to get it into an appropriate format in order 

to create a reliable model. The Key pre-processing terms are 

listed below: 

• Drop Garbage Feature: Removing irrelevant, redundant, 

or low-variance characteristics of a dataset that don't help 

model performance, thereby improving efficiency and 

accuracy. 

• Fill Missing Values: This involves handling incomplete 

data by imputing missing values using techniques like 

predictive, forward-fill, backward-fill, mean, median, or 

mode modeling to maintain data integrity and prevent bias 

in analysis. 
 

C. One Hot Encoding 

A method for converting categorical data into a numerical 

format suitable for machine learning models is called "one-hot 

decoding." For every, it generates binary columns unique 

category, assigning 1 to the present category and 0 to the others. 

This method prevents the model from misinterpreting 

categorical data as ordinal. While effective, it increases 

dimensionality, especially with high-cardinality features, 

requiring careful handling to optimize computational efficiency. 
 

D. Data Normalization 

The development of clambering each attribute value in a record 

inside the interval [0, 1] is known as data normalization. The 

determination of normalization is to lessen the impression of 

highly valued data elements on the performance of classifiers 

[14]. The raw dataset D was subjected to the Min-Max 

normalization approach, which can be quantitatively stated as 

shown in Equation (1): 

𝑁𝑜𝑟𝑚𝐷 =
𝐷−𝐷𝑚𝑖𝑛

𝐷𝑚𝑎𝑥−𝐷𝑚𝑖𝑛
 (1) 

where 𝑁𝑜𝑟𝑚𝐷 is the normalized form of the inventive dataset, 

𝐷𝑚𝑖𝑛, and 𝐷𝑚𝑎𝑥 denote the min and max values of the elements 

in D. 
 

E. Class Oversampling  

The model can better understand the patterns and distinctions 

across classes if it is exposed to more instances of the minority 

class. When the original dataset's breakdown of classes is 

unbalanced, leading to a model that is skewed towards the 

dominant class, this approach may be helpful. The accuracy of 

the predictive algorithm may be increased by oversampling, 

particularly when the cost of false negatives and the failure to 

discover the minority class are significant. The distribution of 

the utilized dataset upon resampling is shown in Figure 3. 
 

 
 

Figure 3: Class Distribution of the Vehicle Insurance Data. 
 

Figure 3 illustrates the distribution of predicted fraud labels 

("Fraud Found P") in a vehicle insurance dataset. The x-axis 

represents the predicted labels: 0 for "No Fraud" and 1 for 

"Fraud." The y-axis demonstrations the count of each label. Both 

categories have approximately equal counts, around 12,000, 

indicating a balanced dataset in terms of predicted fraud 

instances. 
 

A. Data Splitting 

The basic premise is to partition the dataset into separate parts 

for testing as well as training. Partitioning the dataset into 80% 

training and 20% testing sets ensures effective model training 

and evaluation, enabling accurate prediction of risk factors and 

insurance claims using data-driven insights. 
 

B. Proposed Random Forest Model 

RF is an ensemble approach that creates a single forecast by 

combining the output of several regression trees. The main idea 

is bagging, which involves randomly selecting some amount to 

provide training data and fitting it into a regression tree [15]. 

This sample was chosen at random. RF is a collective method  
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that combines the outcomes of several regression trees to get a 

single forecast. Bagging is the main idea, which is the process 

of choosing a bootstrap sample, a random selection of training 

data, and fitting it into a regression tree. Any data point that has 

already been chosen may be utilized one more. N data points are 

randomly chosen from the dataset, and the data points are then 

substituted for them that are already there, a bootstrap sample 

may be created. Any data point has a 1/N probability of getting 

selected. Decision tree estimation techniques are combined to 

create RF {ℎ(𝑋′, 𝛩𝑘, 𝑘 = 1,2, . . . . , )} Each DT is computed 

using a random vector's outputs {𝛩𝑘}, It is equally distributed 

across all of the decision trees in the forest and separately 

sampled. Upon completion of training, the average output of all 

DT on sample X′ is used to produce forecasting, as indicated by 

Equation (2). 

𝑓 =
1

𝑘
∑ ℎ(𝑋′, 𝛩𝑘)𝑘

𝑖=1  (2) 

here 𝑓 is the final prediction and k is the number of DT. 
 

A. Model Evaluation 

The performance metrics used to evaluate model effectiveness 

included comparing actual observations with predictions. The 

evaluation matrix included accuracy, precision, recall, and F1- 

score for assessment risk assessment results in vehicle 

insurance. The main tool for comparing the model's estimated 

and actual results is a confusion matrix, which gives a clear 

evaluation of the model's performances. It shows the count of 

TP, TN, FP, and FN. The class-specific metrics, comprise 

accuracy, precision, recall, f1-score, and ROC, were computed 

independently for precise risk classification and assessment. 

• TN: List the number of entries whose real classification was 

minus and whose grouping was correctly identified as 

negative by the algorithm [16].  

• FP: List the number of entries whose true category was 

unfavorable and whose affirmative category was 

mistakenly identified by the algorithm. 

• FN: List the number of entries whose real categorization 

was positive but whose unfavorable classification the 

algorithm misidentified. 

• TP: List the total amount of entries for which the algorithm 

correctly identified their category as favorable but whose 

actual categorization was positive. 
 

Accuracy: Accuracy is an overall metric that approximations 

the classifier's exactness. Equation (3) calculates Accuracy. 

A𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100 (3) 

Precision: This is an indicator of how many genuine positives 

the model reports in relation to how many positives it promises. 

Equation (4) below provides the accuracy value for a single 

class: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (4) 

Recall: Recall, or sensitivity, which was determined using 

Equation (5) is the percentage of Real Positive instances that are 

accurately Predicted Positive. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (5) 

F1 score: The sung median of precision and awareness is 

acknowledged as the F1-score. It is sometimes referred to as the 

Dice Similarity Agreement or the Sorensen–Dice Coefficient. 

The ideal value is 1. The following Equation (6) illustrates how 

the F1-score is calculated: 

𝐹1 𝑠𝑐𝑜𝑟𝑒 =
2.𝑇𝑃

2.𝑇𝑃+𝐹𝑃+𝐹𝑁
 (6) 

 

ROC: A classification model generates its performance data for 

various threshold values through the graphical Headset 

Operating Characteristic (ROC) curve. The True Positive Rate 

(TPR) and False Positive Rate FPR) appear together on a plot 

which depicts the model sensitivity against specificity. 

The performance metrics analyze test set outputs from the model 

for effectiveness evaluation. 
 

4. Result And Discussion 

The section outlines how the proposed approach was executed 

together with its performance assessment. The research 

execution took place on a system equipped with Ubuntu 22.04 

LTS and an AMD Ryzen 9 5900X mainframe and 64 GB of 

RAM. A set of ML algorithms underwent testing to determine 

their capacity in identifying auto insurance risks by analyzing 

data-driven insights according to Table II. The RF model led the 

performance metrics evaluations with 97.5% accuracy as it 

proved effective in insurance risk assessment. Few false 

positives occur in the model with its 95.6% precision but the 

99.5% recall level protects against missing risky policyholders. 

The F1-score evaluation of 97.5% demonstrates that the model 

effectively maintains a balanced relationship between precision 

and recall for reliable auto insurance risk assessment. 
 

Table 2: Experimental Results of Random Forest Performance 

for auto insurance fraud. 
 

Measures Random 

Forest 

Accuracy 97.5 

Precision 95.6 

Recall 99.5 

F1-score 97.5 

 

 
Figure 4: Confusion Matrix for Random Forest. 

 

The confusion matrix in Figure 4 evaluates a vehicle insurance 

fraud detection model. It shows 2769 TN (correctly identified 

non-fraud), 2886 TP (correctly identified fraud), 131 FP (non-

fraud misclassified as fraud), and 13 FN (fraud misclassified as 

non-fraud). 
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Figure 5: ROC Curve for Random Forest. 

 

Figure 5 evaluates a RF model for vehicle insurance fraud, 

showing its TPR vs. FPR. The model's orange line is near 

perfect, with an AUC of 0.98, indicating strong performance. 

Compared to the baseline (dashed line), the model excels in 

distinguishing fraudulent claims. 
 

 
Figure 6: Precision-Recall Curve for Random Forest. 

 

Figure 6 shows the Precision-Recall curve evaluates a RF model 

for vehicle assurance fraud. It shows a high average precision of 

0.95, indicating the model's accuracy. The curve highlights the 

precision-recall trade-off, with the model maintaining high 

precision as recall increases. A blue dot marks a specific 

operating point. 
 

A. Comparative Analysis 

A comparative analysis of different ML models for risk 

assessment in auto insurance is presented in Table III. The RF 

model demonstrates the highest classification presentation, 

achieving 97.5% accuracy and an F1-score of 97.5%, 

demonstrating its toughness in risk assessment. The LR model 

follows with an accuracy of 87.1%, showing a strong precision 

(93.1%) but a lower recall (62.4%), suggesting that it may 

struggle with identifying high-risk cases effectively. 

Meanwhile, XGBoost achieves an accuracy of 77.61%, with a 

recall of 85.66%, making it a viable option for detecting high-

risk cases, but its F1-score (68.56%) highlights room for 

improvement. For auto insurance risk assessment RF proves to 

be the most successful model when compared to both LR and 

XGBoost because of its superior accuracy level and balanced 

performance results. 

 

 

 

 

 

Table 3: Comparison of Model Performance for auto insurance 

fraud. 
 

Model Accuracy Precision Recall F1-

score 

LR[17] 87.1 93.1 62.4 93.1 

XGB[18] 77.61 76.61 85.66 68.56 

RF 97.5 95.6 99.5 97.5 

 

The use of data-driven algorithms enables the risk assessment 

model to exceed traditional accuracy rates by reaching 97.5% 

while automatically finding elaborate risks that do not need 

human intervention. Modern actuarial approaches, which update 

to changing risk elements, allow the model to offer strong 

adaptive classification. The data-driven tool operates with 

automated and scalable capability to improve risk assessments 

in auto insurance through its efficient intelligent insights. 
 

5. Conclusion and Future Work 

The insurance industry faces substantial difficulties from 

vehicle insurance fraud because both costs rise and customer 

faith deteriorates. The increasing technological adoption has 

brought about complex fraudulent activities that create obstacles 

for organizations to stop and recognize them. A method based 

on ML data enables detecting fraudulent auto insurance claims 

in this study. The investigation relies on insurance data with 

advanced data preprocessing strategies and balanced class 

techniques to create a trustworthy model. Although the proposed 

model achieves high accuracy, it has certain limitations. The 

dataset may not reflect modern fraud trends, and the use of 

oversampling to address class imbalance could introduce 

synthetic data that differs from real-world fraud patterns DL 

models can be investigated in future studies (e.g., neural 

networks, transformers) for enhanced fraud detection, integrate 

real-time streaming data for proactive detection, and expand 

datasets with recent and diverse claims for improved 

generalizability. 
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